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e the mean geometry of each bubble is explicitly described but the small deformations of the bubbles
are not represented. The bubble interface is still supposed to be infinitely thin (i.e. interfaces are sup-
posed to be under-resolved and discontinuous).

At this level of description, there is no reason that the well known jump conditions are still valid.

Filter Using a two-step methodology, we determine the jump conditions for filtered quantities (i.e. local mean

Surface tension

velocity and pressure) at the under-resolved discontinuous interface (i.e. small deformations of the inter-

Turbulence face are not represented). In particular, we express the velocity of the under-resolved discontinuous
DNS interface as a function of the filtered velocity, a scale similarity hypothesis and the time evolution of
LES ) the interface mean curvature.

Scale similarity hypothesis © 2009 Elsevier Ltd. All rights reserved.
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1. Introduction

Many industrial and environmental applications (e.g. convective
boiling, spray formation and direct contact heat exchanger) involve
high Reynolds number turbulent multiphase flows. Because non-
linear effects mainly drive the behavior of such flows, Direct
Numerical Simulation (DNS) have to entail a number of degrees
of freedom proportional to the third power of the Reynolds num-
ber. This extremely hard constraint makes it impossible to use
DNS for industrial applications.

Until now, the large majority of numerical computations have
adopted Reynolds Averaged Navier-Stokes (RANS) modeling. Clas-
sical single-phase turbulence models have been implemented in
one or in both phases without direct consideration of the influence
of the multiphase topology of the flow on the turbulence behavior.
For example, Sato and Sekoguchi Sato and Sekoguchi (1975) de-
rived a mixing length model based on a void fraction consideration
for bubbly channel flows, by splitting the turbulence into shear and
multiphase induced turbulence. Some interesting comparisons
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between classical RANS modeling for two-phase flows have been
reported for instance in (Homescu and Panday, 1999) for conden-
sation on a horizontal tube.

Large Eddy Simulation (LES) has also been used for multiphase
flow computations. A large amount of these works deals with par-
ticles laden flows or sprays, involving particles even smaller than
the Kolmogorov scale (see for instance Boivin et al., 2000; Eaton
and Fessler, 1994; Elghobashi et al., 1984; Lain et al., 2002; Menon
et al., 1996; Squires and Yamazaki, 1995). Another scope studied
extensively is the case of non-deformable shear-free surface of
an open channel flow. See, e.g., the description of the near shear-
free surface turbulence that Calmet and Magnaudet Calmet and
Magnaudet (2003) deduced from their LES and the subgrid scales
modeling of Shen and Yue Shen and Yue (2001). Regarding the
modeling of wave breaking, Christensen and Deigaard Christensen
and Deigaard (2001) and Watanabe and Saeki Watanabe and Saeki
(2002) adopted a standard LES model coupled with a Volume of
Fluid (VOF) free surface approach. Moreover, Lakehal et al. Lakehal
et al. (2002) derived a subgrid scale model based on the analytical
analysis of Drew and Lahey Drew and Lahey (1987) on the forces
acting on a sphere and on the scale similarity principle of Bardina
et al. Bardina et al. (1983). All these contributions aim at finding a
two-phase equivalent to the single-phase LES concept. However,
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from a modeling point of view, the two-phase LES concept has not
been defined. This paper is an attempt to define rigorously this
concept at a given level of description.

We name this two-phase LES concept at a given level of descrip-
tion Interfaces and Subgrid Scales (ISS). It consists in solving the
two-phase flow features at the grid scale of the numerical method
and to take into account the unresolved scales with subgrid mod-
els. In this regard, the concept is strictly identical to the single-
phase LES concept. However, in the present paper, we restrict the
model in that the filter is much smaller than the bubbles. With this
restriction, fully deformable interfaces that remain much larger
than the filter size and much larger than the turbulence scales
are captured in a DNS-like approach while the smallest scales of
turbulence within each phase and the interface smallest deforma-
tions have an unresolved scale part that is modeled. The choice of
this level of description could be surprising. Actually, it is very con-
venient for the applications of interest in the nuclear industry. In-
deed, in a typical sub-channel situation (e.g., 15 MPa and water
flow in a PWR sub-channel), the Reynolds number using the mean
velocity is equal to 300,000, the turbulent Reynolds number using
the friction velocity is close to 11,800 and the Kolmogorov scale is
1 wm whereas the typical bubble size is supposed to be close to
150 pm. Therefore, the use of a simple subgrid model between 1
and 10 pum allows a drastic reduction of the number of nodes in
the space discretization (division by 1000 in 3D). In practice, we
plan that the ISS simulations will be realized with the same numer-
ical tool that we use for DNS: a “sharp-interface” version of the
Front-Tracking approach. This original method allows in particular
a sharp pressure jump corresponding to the surface tension with-
out numerical parasitic currents (Mathieu, 2003). Although a de-
tailed presentation of the implementation of ISS is behind the
scope of this paper (numerical instabilities are difficult to foresee),
the ISS jump conditions can be directly integrated to the actual
numerical algorithm. The corresponding jumps are simply new
interfacial terms added to the capillary forces.

Obviously, the chosen level of description implies that far from
the interface classical single-phase LES model could be used. The
challenge consists in finding the jump conditions for the filtered
quantities at the under-resolved discontinuous interface. These
jump conditions have to correctly account for the interfacial trans-
fers at the under-resolved discontinuous interface. To our knowl-
edge, this paper is the first attempt to define mathematically a
discontinuous under-resolved interface and to propose the corre-
sponding jump conditions.

The present article is organized as follows. Section 2 describes
the main ideas of our two-step methodology for defining the ISS
concept: first, we apply a centered filter that smears the interface
and, second, we determine the discontinuous problem equivalent
to the filtered one. Section 3 deals with the first up-scaling step
of the approach. In particular, we exhibit the subgrid terms specific
to two-phase flows, sort them out and model the preponderant
contributions. Section 4 focuses on the second up-scaling step.
The matched asymptotic expansions are used to determine the
jump conditions for the filtered quantities at the discontinuous un-
der-resolved interface. In particular, we define the velocity of the
discontinuous under-resolved interface with the filtered velocity
of the phase and the time evolution of its principal curvature
radius.

2. A two-step methodology

Generally, the formalism of LES uses a filter defined as a product
of convolution. In order to have properties like commutation with
derivation, it is necessary for the convolution kernel to be indepen-
dent of time and space (Sagaut, 2003). However, while applying

this filter on flows with discontinuities like flames, shocks or inter-
faces, the jump related to the discontinuity contributes to the sub-
grid fluctuations. This is an important issue because classical
subgrid scale models are founded on the assumption that the sub-
grid fluctuations originate from turbulence only. Consequently,
they are unable to model the part of the subgrid fluctuations due
to the contribution of the discontinuity. Sagaut and Germano Sa-
gaut and Germano (2005) have exhibited this paradigm. In order
to use classical LES models in agreement with their original
assumptions, these authors recommend to use non-centered filters
and show how to adapt LES models to these filters. In this way, the
interface is not smeared out because, by construction of the filter,
no control volume ever contains the interface. However, the use of
non-centered filters does not allow to define a filtered interface be-
cause the geometry is never filtered. This approach implicitly as-
sumes that the interface smallest deformations are bigger than
the filter. Consequently, this concept is restricted to perfectly re-
solved interface: the velocity field is filtered but not the interface.
This occurs only if the interface is enough tight (i.e. there is no cou-
pling between the small vortex of the phases and the interface
deformations). In this case, it is quite natural to use classical
single-phase LES model and specific jump conditions are not
necessary.

However, we are not in this case and we are precisely interested
in the coupling between the smallest coherent turbulence struc-
tures and the interface deformations. This implies that if a part
of the velocity field is not viewed by an observer because it has
been filtered, this same observer should not see all the interface
but only the under-resolved part of the interface geometry (see
the illustration Fig. 1). Thus, we have to define the under-resolved
interface and to find the jump conditions that take into account, at
this scale of description, the subgrid transfers that originate from
the turbulence and interface coupling in the interfacial region.

In order to find the jump conditions for the filtered quantities
at the under-resolved interface, we propose to follow a two-step
up-scaling methodology. First, we apply a centered filter to the
equations governing the problem at the DNS scale. Since this fil-
ter is always centered, it can be crossed by the interface and the
discontinuous interface becomes a continuous transition zone. In
this way, the interface geometry is filtered just as the velocity
field and specific subgrid terms are expected to be related to
the presence of the interface. However, the nature of the inter-
face geometry changes and it is difficult to compare the obtained
continuous transition zone to the original discontinuity. Further-
more, this continuous vision of interfaces corresponds to a
description level where the coupling between the two phases is
difficult to capture numerically. More precisely, there are two
numerical issues at this description level. The first one consists
in avoiding numerical diffusion of the profile in order to keep
constant the size of the transition zone. The second one concerns
the numerical cost necessary to capture these profiles. Because
filtered quantities evolve very strongly within the transition
zone, the mesh size required to capture these strong variations
would be much smaller than the filter size, which is in contradic-
tion with the LES concept. On the contrary, a discontinuous for-
malism would tackle these two issues.

Thus, we have to perform a second up-scaling step to go from
this continuous description of the interface to a new discontinuous
description of the interface, i.e. the description level of the pro-
posed ISS concept. At this latter level, the observer cannot see
the detail of the transition zone, he can only see it as a discontinu-
ity where jump conditions, that take into account the coupling be-
tween the phases, are applied. One of the major modeling issues is
then to determine these jump conditions.

Before going further, we summarize the three description levels
that we have just introduced: (Fig. 1).



1102

©
©

Interface

-

~. "~ _ Centered filter_ -

~ -
~ S -

Continuous LES

Isovalues of void fraction

~~-___Conditional filter ___--~

A. Toutant et al./International Journal of Multiphase Flow 35 (2009) 1100-1118

Discontinuous LES

©
©

©
©

©

©

Equivalent interface

\
v Equivalent ’
: m .
~ _ discontinuity -~ -

~ - - - -

Fig. 1. A two-step methodology. Schematic representation of resolved coherent turbulence structures and interface in the case of a DNS, a continuous LES and a discontinuous

LES, respectively.

e At the DNS level, all scales of the interfaces and of the velocity
fields are accurately described. Thus, the Navier-Stokes equa-
tions are valid without adding any subgrid models. At this level,
interfaces are viewed as discontinuity surfaces.

e At the continuous LES level, only large scales of both turbulence
and interfaces are represented. Specific subgrid models take into
account the effect of the subgrid fluctuations (due to turbulence
and the presence of a discontinuity) on the filtered velocity and
on the filtered interface. At this level, interfaces are viewed as
continuous transition zones. They have a finite non-zero
thickness.

e At the discontinuous LES level or the ISS level, only large scales
of both turbulence and interfaces are represented. At this level,
interfaces are again considered as surfaces of discontinuity. They
are infinitely thin. The interfacial transfers at this new discontin-
uous interface are taken into account through appropriate jump
conditions.

It can be noticed that a similar two-step up-scaling methodol-
ogy with three levels of description is used with success by
Chandesris and Jamet Chandesris and Jamet (2006), Chandesris
and Jamet (2007) to study transport phenomena at a fluid/porous
interface. A filter is applied to the DNS equation all over the
domain (including the interface between free and porous media).
Thus, the fluid/porous interface becomes a continuous transition
region. The interfacial transfers are modeled at this continuous
level of description. Then, a second up-scaling step is
performed to obtain a discontinuous equivalent problem that
takes into account the interfacial transfers via appropriate jump
conditions. Reasoning by analogy with these studies of the
fluid/porous interface, we can rename the description levels
introduced:

e DNS corresponds to the microscopic level of description,

e continuous LES corresponds to the mesoscopic level of
description,

e discontinuous LES or ISS corresponds to the macroscopic level of
description.

2.1. First up-scaling step: centered filtering operation

To go from the microscopic level of description to the meso-
scopic level of description, we apply a spatial centered filter to
the equations governing the problem at the microscopic scale.
Applying a spatial filter across the discontinuity, we transform it
into a continuous transition zone. As shown in Section 3, this oper-
ation makes appear specific subgrid terms related to the correla-
tions between the interface and the velocity field. Thus, specific
models need to be developed to take into account the non-turbu-
lent parts of the subgrid terms that proceeds from the presence
of the discontinuity. This is why it is improper to speak about
LES in our case. Indeed, the aim of both ISS and LES consists in
modeling subgrid fluctuations but, in the ISS concept, fluctuations
are not only due to turbulence. They are also due to the presence of
the discontinuity. It can be noticed that the non-turbulent parts of
the subgrid terms also exist in laminar and in 2D flows. For these
two types of flows, there is no stretching phenomenon of coherent
structures that get involved in the energy cascade and they are
thus not turbulent. In the ISS concept, non-turbulent parts of the
subgrid terms exist and have to be modeled properly.

2.2. Second up-scaling step: stiffening of the transition zone

In this second up-scaling step, we go from the mesoscopic level
of description to the macroscopic level of description. The difficulty
lies in the specification of the jump conditions at the under-re-
solved interface that are such that the macroscopic problem is in-
deed equivalent to the mesoscopic one, i.e. so that the solutions of
the two problems are identical outside of the interfacial transition
region. This particular up-scaling problem has been thoroughly
studied for liquid/liquid, liquid/vapor or liquid/solid interfaces
(e.g. Emmerich, 2003; Anderson et al., 2001) and can be referred
to as finding the sharp-interface limit of a diffuse interface model.
Different approaches can be used to perform this up-scaling (e.g.)
the surface-excess theory of interfacial transport processes (Ed-
wards et al., 1991), the method of matched asymptotic expansions
(Zwillinger, 1989). These methods can be very different in their
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respective technical steps, however, they are based on the same
main idea. By construction, the macroscopic model is not suited
to describe the problem in the interfacial transition region. Indeed,
it is based on closures that are valid far from the interface but not
in the interfacial transition region. Thus, compared to the meso-
scopic model, some physical features are not or not correctly ac-
counted for by the macroscopic model in the interfacial
transition region. The idea is thus to assign the amount of the
quantity ¢ that is not seen by the macroscopic model compared
to the mesoscopic model to the interface such that the macroscopic
model is indeed equivalent to the mesoscopic one. This is done by
means of surface-excess quantities that are assigned to the inter-
face. As a consequence, these surface-excess quantities appear in
the jump conditions at this interface.

We recall that for any physical field ¢, its excess quantity is de-
fined by:

+o0

B(&3) — P(&3)des (1)

—00

(/)e)( -

where ¢ is the mesoscopic representation of the studied field, ¢ is
the macroscopic representation of this field and &; is the coordinate
normal to the interface (see Appendix A for the definition of the lo-
cal coordinates associated to the interface). This definition is illus-
trated in Fig. 2 where the excess quantity is represented by the
shaded area. It represents exactly the amount of the ¢ field that is
not seen by the macroscopic model in the interfacial transition re-
gion compared to the mesoscopic model.

The surface-excess theory (Edwards et al., 1991) is more generic
and easy to implement than the method of the matched asymp-
totic expansions. However, it does not provide closed expressions
for the jump conditions when the problem is non-linear, which is
our case. Since we are looking for closed jump conditions at the
macroscopic scale, we use in this paper the method of the matched
asymptotic expansions to perform this second up-scaling.

Using this two-step strategy, we are able to derive the jump
conditions that the filtered quantities must satisfy at the discontin-
uous under-resolved interface. We show in particular that these
jump conditions are the same as those satisfied by microscopic
quantities except that additional terms appear. These additional
terms take into account the unresolved part of the velocity fields,
the interface geometry and their coupling. Moreover, the location
of the discontinuous under-resolved interface where these jump
conditions must be satisfied is predicted by an original transport
equation. The modeling of this transport equation is a major result
of this paper. Indeed, we show that the speed of displacement of
the discontinuous under-resolved interface is not trivial and is
not only equal to the fluid velocity at the interface, as it is the case
at the microscopic scale.

Outer region: liquid

Outer region: gas

S Ry, (bubble radius)

Inner region: N,
transition zone

1103
3. Continuous LES

In this section devoted to the first up-scaling step of our strat-
egy, we present the filtered equations and the specific subgrid
terms. They have already been exhibited in (Toutant et al., 2006;
Toutant et al., 2008; Labourasse et al., 2007), but we remind the re-
sults here for the sake of completeness.

3.1. DNS equations

In each phase, the flow is supposed to be incompressible and
isothermal. The mathematical formalism we use is the so-called
one-fluid formulation (Delhaye, 1974; Ishii, 1975). In this formal-
ism, any physical variable, ¢, is defined by ¢ = >, x, ¢, where y,
is the phase indicator function (y, = 1 in phase k and O elsewhere).
Using this formalism, three equations allow to describe the flow:

e the incompressibility constraint,
o the transport equation of the phase indicator function,

e the momentum equation.

They are respectively given by:

V-u=0 (2a)

- v vy, (2b)

é%“ +V.-(pueu)=-Vp+ pg+ oKknd; + V- (u(Vu + V'u))
(20)

with

Vi = s 3)

where t is the time, u the velocity, p the pressure, p the density, u
the dynamic viscosity, n = ng the unit normal to the interface (from
gas to liquid), Kk = —V; - n the interface curvature (V- is the surface
divergence operator), ¢ the surface tension, which is assumed con-
stant in this paper and §, the Dirac function indicating the interface.
The system (2) is valid on the entire domain in the sense of
distributions.

3.2. Filtered equations
Let us note - the volume filtering operation defined by:

#0) = [ G~ )9 d (42)

Interface

Gas

.
<o

Integral quantity

(Inner region: transition zone)

Fig. 2. Illustration of a surface-excess quantity.
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Fig. 3. Origin of specific subgrid terms.

where G is the convolution kernel of the filtering operation' (Fig. 3).
When G depends only on (x° — x) and is independent of the time ¢,
the volume filtering operation commutes with the spatial and the
time derivatives. We also define a surface filtering operation *:

fR3 G(X0—x) $(x) 5 (x)dx
f¢3 G(x0—x) 55 (x)dx
0 otherwise.

. o

P = if [5G — X)05(x)dx # 0,
(4b)

This surface filtering operation is such that:

$05(x%) = ¢*(x°)55(x°) -

Applying the filtering operation (4a) to the one-fluid Egs. (2), we
obtain:

V-u=0 (6a)
NMe - <
% 8-Vt Tiney = 0 (6b)
(P + Trem o _
erV(pu@unerny) =-Vp

+ V- (VU + V') + i) + Pg + 0K N0y + Tsupers (60)
where
Tinterf = W - vXk —u- ka (78)
Ttemp = PU — pll (7b)
Teony = PUR@U— pUR U (7¢)
i = W(Vu+V'a) — g(Va + V') (7d)
Tsperf = OKNS; — OK*N°0, (7e)

Using Eq. (5), one gets knd, = Kn*d,. Thus, the subgrid term related
to the capillary force can be written:

! This is a general writing of filtered quantities and the more classical expression
1/V [, ¢(y)dy enters into this general class, where V is the volume of the filtering
operation, e.g., (Toutant et al., 2008).

Tsuperf = U(ﬁs - Ksﬁs)éd (8)

Tinters 15 the subgrid term related to the interface transport. This
term is due to the correlations between the velocity and the nor-
mal to the interface. These correlations exist because the interface
makes the velocity field anisotropic (Fig. 3). Obviously this term
has a zero contribution far from the interface (Fig. 3).
Ttemp, Teonv, Tdiff aNd Tapers are four specific tensors of the momen-
tum balance equation associated respectively to acceleration,
advection, viscous effects and capillary forces. Only the term re-
lated to advection ., exists for single-phase flows. Although in
the single-phase case this term is due only to the velocity-veloc-
ity correlation, in the two-phase case it is due to the threefold
density-velocity-velocity correlation. Consequently, a part of this
term is specific to two-phase flows and is due to the density
discontinuity. The three other terms are purely specific to two-
phase flows. They are due to the discontinuity (Fig. 3) and have
a zero contribution far from the interface (Fig. 3). All these sub-
grid terms involve non-filtered quantities and cannot be evaluated
using only the filtered quantities. Thus, they have to be modeled.
To minimize the modeling work, we sort out the subgrid terms of
the momentum equation and exhibit the terms that can be
neglected.

3.3. Ordering of the subgrid terms
If the flow is so that

e the interface curvature radius are much larger than the filter size
and are not very distorted,

e the boundary layer at the interface is much larger than the filter
size,

the a priori tests realized thanks to several DNS of different kind of
flows give the following ordering for the magnitude of the different
subgrid terms and their energetic contributions (Toutant et al.,
2006; Toutant et al., 2008; Labourasse et al., 2007):
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19 Gana)l > |22 5 19 - g > e 9a)
8Ttemp
[Tcony : VU| > 711 > |t : VUl > [Touper - U (9Db)

Consequently, we neglect the subgrid terms related to the viscous
effect =45y and to the capillary forces zqpey. The three other terms,
Tinterf» Tremp ANd Tcony, have to be modeled.

3.4. Closures

The three subgrid terms, Tiners, Tremp and tcon, Need to be mod-
eled. For this, we propose to use a scale similarity hypothesis of
the same type as in single-phase LES modeling. The similarity
hypothesis of the LES is based on the fact that the largest non-re-
solved scales of the flow act similarly to the smallest resolved
scales. Mathematically, the scale similarity models could be assim-
ilated to techniques of reconstruction (Sagaut, 2003). We thus pro-
pose the following models:

T =WV, — -V, (10a)
Tiomp = PUL — pU (10b)
D0 — pupu—puca (10¢)

However, if one aims at validating the scale similarity hypothesis
point by point, the presence of discontinuities and the double-filter-
ing operation of the scale similarity hypothesis raise the following
issue. The terms that need to be modeled are non-zero only in a re-
gion of thickness ¢ surrounding the interface, where § is the size of
the filter (see Eq. (7e)). Now, because the scale similarity hypothesis
is based on a double-filtering operation, the corresponding terms
are non-zero on a region of thickness 26 surrounding the interface
(see Eq. (10c)). Therefore, to perform a point to point validation of
the model, it is necessary to adapt the scale similarity hypothesis.
This has been done and validated in our previous work (Toutant
et al., 2006; Toutant et al., 2008), where we proposed the following
model:

Tty =WV —W- V7 (11a)
Tiomp = PU— pU (11b)
%, =puu—pucu (11¢)

The superscript ve means validated expressions. The main idea be-
hind this new decomposition is the following (see Toutant et al.,
2006; Toutant et al., 2008 for details). The scale similarity hypoth-
esis consists in neglecting the Reynolds and cross terms compared
to the Leonard term in the Leonard and Germano decomposition.
Here, we make the same hypothesis with a new decomposition
where, in the Leonard term, the discontinuous quantities (i.e. den-
sity and the phase indicator function) are filtered only one time.
Thanks to this new decomposition, the Leonard term is equal to zero
when the subgrid term is equal to zero. Furthermore, we have shown
using several a priori tests that these expressions are valid and very
well correlated point to point to the subgrid terms (Toutant et al.,
2006; Toutant et al., 2008; Labourasse et al., 2007).

Thus, the expressions (11c) are valid in the transition region and
are zero when the subgrid terms are zero. However, these expres-
sions are not totally closed since they involve microscopic quanti-
ties (namely y, and p). Now, a closed model is needed at the
mesoscopic scale, in particular, in this study, to perform the second
up-scaling step. It turns out that, in the second up-scaling step, the
physical quantities defined in the interfacial region will be inte-
grated over the interfacial transition region to be assigned to the
interface through corresponding surface-excess quantities. Thus,
to obtain a validated closed model at the mesoscopic scale, we
need expressions whose integral over the interfacial thickness is

equal (at a given order) to the integral of the point to point vali-
dated model (11c) (that is not closed at the mesoscopic scale).
We can show that the scale similarity model (10c) satisfies this
condition, at least at the dominant order of the matched asymp-
totic expansion (see Appendix B for the proof of this property).
At this stage, the scale similarity model is validated in the sense
that its integral over the interface thickness is equal to the integral
of the point to point validated model and thus to the integral of the
original subgrid term (7e). This is why the scale similarity hypoth-
esis (10c) is used to close the system at the mesoscopic scale.

For the capillary force term oi* n* 6, using Egs. (3) and (5), and
the fact that the filtering operation commutes with the spatial
derivatives, one gets:

s, =nd, = -V, (12)

Regarding the curvature, the quantity x° is not closed at the meso-
scopic scale. It depends on the unknown microscopic quantity x.
Thus, we introduce another estimate of the curvature at the meso-
scopic scale iz, which is closed and defined in the transition region
as:

_ Yy
V7|

We showed in the previous section that the subgrid term associated
to the capillary force is negligible. Using this new estimation of the
mesoscopic curvature in the subgrid term typey = G(KD® — K30°)5,
should not change the order of magnitude of this term, which re-
mains negligible.

Using the model (10c), Eq. (12) and the new estimation of the
mesoscopic curvature, the system (6) becomes:

K; =-V-n;, where n;= (13)

V-a=0 (14a)
My 4. V7 + TV - V=
o T U Vig+u-Vy,—u-Vy, =0 (14b)
dpu o _ opu-—pu -
—+V-(pueu)=-Vp+————+ V. (pueu
ot ot
—pugu)+ V- (WVa+Va))
+pg— 0K, V7, (14c)

At this stage, the equations at the mesoscopic or continuous LES le-
vel are closed. They do not depend on any non-filtered quantity. We
remind that the specific subgrid terms, T and <0 (closed by
Egs. (10a) and (10b), respectively), have a zero contribution far from
the interface and that they represent the coupling between turbu-
lence and interfaces in the continuous transition zone. However,
as underlined in the introduction, we do not aim at solving the
problem at this level of description where the interface is a contin-
uous transition zone. For numerical reasons, we aim at stiffening
the interface. It is the purpose of the following section.

4. Interface and subgrid scales

This section deals with the up-scaling from the continuous LES
to the macroscopic or ISS level. During this up-scaling, the transi-
tion zone becomes again a discontinuity surface. The challenge of
the ISS concept is to determine

e the jump conditions at the under-resolved discontinuous inter-
face that take into account the interaction between turbulence
and interfaces,

e the transport equation of the under-resolved discontinuous
interface.
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As we will see, the jump conditions and the velocity of the
equivalent interface depend on the model related to the accelera-
tion subgrid term <7730 and the model related to the interface trans-
port /"% respectively.

interf

4.1. Form of the sought jump conditions

Before closing the jump conditions of the ISS level, their form
has to be determined first. The issue is the following: considering
two domains with their own equations, what expressions must
be modeled at their mutual boundary to close the problem?

In our case, the two domains are the domain of liquid and the
domain of the gas. The equations in each phase correspond to
the system (14) when we are far from the interface. In each phase
far from the interface, the density, p, and the viscosity, u, are con-
stant and the term related to surface tension is equal to zero. The
fact that the density is constant in each phase implies in particular
that the subgrid term related to acceleration is zero far from the
interface:

o opt - pu

ot ot
Noting respectively the velocity and the pressure of the filtered
problem at the ISS level w, and py, in each phase k far from the inter-
face, the system (14) degenerates to:

=0 (15)

Vo =0 (162)
dp Ui o ~ . .
LT - (Pl W) = ~VBe+ V- (Vi + V)

V- (pi(Ui ® U~ U @ Uy)) - (16D)

These equations are those of the single-phase LES when one uses
the scale similarity hypothesis. However, these equations have to
be solved up to the interface and not only far away from the discon-
tinuity. Consequently, this single-phase system is extended until
the interface to define the macroscopic governing equations in each
phase. Doing this, errors in term of interfacial transfers are neces-
sarily done in the interfacial region. However, these interfacial
transfers not taken into account by the macroscopic model com-
pared to the mesoscopic one will be assigned to the interface
through the jump conditions.

The form of the sought jump conditions is determined using the
one-fluid formalism. As we have seen, this formalism consists in
using only one physical variable for the gas and the liquid thanks
to a phase indicator function. At the ISS level, the phase indicator
function is discontinuous but may be different from the one of
the DNS level. The precise definition of this phase indicator
function is related to the transport of the under-resolved discontin-
uous interface. It is an important modeling issue that we will
consider later. At this step we just note the phase indicator func-
thIl 7. and define the one-fluid variable of the ISS level ¢ by

= 3" 7 - Let us also note:

T T T T
§k = Wy (Vﬁ; + VTﬁE)
Multiplying Eqs. (16a) and (16b) by the discontinuous filtered phase

indicator function, ), and summing each of them over k, we obtain
the following equations:

Veaa->"u V=0 (17a)
k

a'Lu+V-(pﬁ®ﬁ):—Vﬁ+V-(§)+V-(i)§)

+Z( P e (B1-Sut p ot~ Z0)-VZ,)  (17D)

These equations allow to determine the form of the boundary con-
ditions. Indeed, the boundary conditions are the jump of the normal
velocity (boxed term of Eq. (17a)) and the jump of the momentum
tensors (boxed term of Eq. (17b)). The previous system is not closed.
Indeed, we exhibit the form of the boundary conditions (boxed
terms) but they are not expressed as function of the one-fluid vari-
ables. The next step consists in using the continuous equations near
the interface to determine the jump conditions as functions of the
specific subgrid terms. We remind that in DNS case (i.e. at the
microscopic level), we have:

e jump condition related to mass conservation

> w Vg =0 (18a)
k

e jump condition related to momentum conservation

> (o =Sk) - Vi = —0(Vs-m)ns, = oknd, (18b)

k

These conditions must be satisfied at the interface that is implicitly
defined by its transport equation:

Mk
ot

In diffuse interface models (Emmerich, 2003), the DNS jump condi-
tions are recovered by looking for the sharp-interface limit when
the thickness of the transition zone tends to zero. The major aim
of the present contribution is to find the jump conditions that the
LES equations with continuous interfaces exhibit when the interface
thickness tends to zero: what is the equivalent of the jump condi-
tions (18a) valid for the DNS scale for the filtered LES quantities?
As shown in the system (17), one has to determine:

+u-Vy, = (18¢c)

o the jump condition related to the filtered mass equation

> -V
k

(19a)

e the jump condition related to the filtered momentum equation

Y o~ = — -~ —
> <Pk“k % + (D1l = Sk + pr (U @ W — L)) - VXk) (19b)

k
These jump conditions will be imposed at the under-resolved dis-
continuous interface. The under-resolved discontinuous interface
is formally defined by the following transport equation

/"+v( V=0

o (19¢)

where v; is the velocity of the under-resolved discontinuous inter-
face, y,. Expressing the velocity, v;, of the equivalent discontinuity,
Z» (Eq. (19¢)) allows to follow the location where the jump condi-
tions have to be imposed. This step is as difficult as essential. It is
essential because a major objective is obviously the precise predic-
tion of the location of the interface. It is difficult because the inter-
face location depends on the effect of the subgrid velocity
fluctuations. Consequently, the velocity of the equivalent disconti-
nuity is different from the filtered one-fluid velocity.



A. Toutant et al./International Journal of Multiphase Flow 35 (2009) 1100-1118 1107

In the following, we show that applying the method of the
matched asymptotic expansions to the equations of the continuous
LES allows to close the equivalent discontinuous problem by pro-
viding closure relations for the system (19).

4.2. Matched asymptotic expansions

To perform the up-scaling from the continuous interface to the
sharp-interface limit, we use the method of matched asymptotic
expansions. This method is classical (Van Dyke, 1975; Zeytounian,
1986; Zwillinger, 1989) for the resolution of differential equations
in which a small parameter € is present. It is commonly used to
study diffuse interface problems, e.g. (Emmerich, 2003). It is based
on the following idea. An approximated problem of the continuous
problem is derived using a matched asymptotic expansion as the
interface thickness tends towards zero. This obtained approxi-
mated problem is discontinuous, is build such that it is a good
approximation (at a given order) of the continuous problem, and
its jump conditions at the interface are explicit. Thus, this method
allows to find the sharp-interface limit of continuous diffuse inter-
face problems.

More precisely, this method consists in dividing the resolution
domain of the mesoscopic level in different subregions: an outer
region, where the variables of the system are slowly varying and
an inner region, where these variables are rapidly varying. In our
study, the region where the filtering of the phase indicator function
is different from one or zero corresponds to the inner region where
the filtered density and viscosity are rapidly varying, while each
single-phase region (liquid or gas) is an outer region where the
density and the viscosity are constant. Then, a change of variable
is made in the inner region, since variations of order one are
expected to occur in this thin region. The solutions of the differential
equations are studied separately in each region, using an asymptotic
expansion and are then matched using matching principles.

This method is founded on Taylor expansions of partial deriva-
tive equations as a function of a small parameter: the non-dimen-
sional interface thickness, €. This small parameter is defined by the
comparison of two different characteristic length scales. In our
study, the large and small length scales correspond respectively
to the local radius of the interface R, and the thickness of the inter-
facial transition zone §. Using these length scales, we have € = %.
This length scale analysis requires non-dimensional equations.

4.2.1. Non-dimensional equations

The equations that are made non-dimensional govern the flow
at the continuous LES level (system (14)). This step is very impor-
tant because it determines the Taylor expansions and thus the re-
sults. We use the following notation:

Ry, local radius of the osculatory sphere to the interface,

Vr, bubble terminal velocity,

d, thickness of the transition zone, i.e. the filter size,

g,, norm of the vector gravity,

p, and y, density and dynamic viscosity of the liquid phase.

We introduce the following non-dimensional quantities:

. V:R%Vﬂ

e u="Vsu,

. t:%l‘*,

o p=pVip',

e p=pp"and p=pu'.

2 We choose the values of the liquid phase to make non-dimensional the equations
because the non-dimensional numbers dedicated to study bubbly flows are based on
the liquid phase characteristics.

The previous definition of the non-dimensional time t* is
founded on the characteristic scale corresponding to the thickness
of the transition zone 4. It is a choice because it is also possible to
use the characteristic scale corresponding to the radius of the oscu-
latory sphere R,. This choice is motivated by the fact that the non-
dimensional time, t*, appears only when the thickness of the tran-
sition zone § is concerned. Typically, it is the case of the subgrid
term related to the acceleration s, (Eq. (6¢)) and of the term re-
lated to the time evolution of the phase indicator %, (Eq. (6b)). The
non-dimensional numbers required to write the non-dimensional
equations are:

the small parameter € = ﬁ

the Reynolds number Re = 277k,

e the Froude number Fr = ‘;’R ,
nb 2
e and the Weber number We = L{}Rb.

In the following, we omit the superscript + to lighten the nota-
tion. Because gravity does not introduce any closure issue, we con-
sider (without loss of generality) non-gravitational flows. The
dimensionless form of the system (14) is given by:

V.i=0 (20a)
Yl g Gy VG- V=0 (200)
10pu _ _19(pu—pu)

+V-(pueu-puxu)
1 o T Ky
+EV (M(Va+V ) mexg (20c)

The multiplication factor 1/€ of the time derivative terms (the first
term of the left hand side of the transport of the filtered phase indi-
cator (20a), the first term of the left side and the second term of the
right hand side of the momentum Eq. (20b)) is due to the character-
istic length scale of these terms. Indeed, because these three terms
involve the filtered phase indicator function, we can consider that
their characteristic length scale is the thickness of the transition
zone. The first term of the left hand side of the transport of the fil-
tered phase indicator (20a) and the second term of the right hand
side of the momentum Eq. (20b) only exist into the inner region
(they are equal to zero in the outer region because y = cte and
p = p). Thus, their characteristic length scale must be the thickness
of the transition zone. However, the first term of the left hand side
of the momentum Eq. (20b) exists both in the inner and outer re-
gions. Consequently, its characteristic length could be the macro-
scopic length scale R, or the microscopic one é. Because we focus
our study on the interface, we choose to make this term non-dimen-
sional using the microscopic length scale (the same length scale as
for the other terms). We will show that this choice implies that at
order zero in € the macroscopic velocity is stationary. This means
that interfacial phenomena and especially the time evolution of
the phase indicator function (i.e. the transport of the interface) are
very fast compared to the phenomena of the outer regions and
especially the time evolution of the macroscopic velocity. Conse-
quently, in first approximation, the interface is moved by a station-
ary velocity.

To study the system (20c), we need to work with orthogonal
curvilinear coordinates to dissociate the tangential and normal
directions. We choose the orthogonal curvilinear coordinates
(&1, &, &) associated to the ISS filtered discontinuous interface ¥,
(see Appendix A for the definitions and properties of the local
orthogonal curvilinear coordinates). The ISS filtered discontinuous
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surface cannot be explicitly defined at this stage. It will be defined
later in Section 4.3.1. However we know that it is located within
the transition region, close to the surface ¥, = 1/2.(¢;, &) are the
surface coordinates related to the directions of the principal curva-
tures and ¢&; is the signed distance to the interface (Fig. 4). In the
following sections, we also use the scale factors or Lamé coefficient
of each principal directions h; and h, and the principal curvatures
K; and k;, (Appendix A).

4.2.2. Inner region
To study the inner region, a new space variable that widens the
coordinate normal to the interface is introduced. This new space
variable allows to make interfacial phenomena preponderant. It
is defined by:
& 0

Let ¢ be any physical variables. In the inner region, we introduce ¢
s S
¢(€17527f):¢<51,§27 3) (22)

and the solution of the system (20) is sought for in the form:

B(E1,69,8,€) = @0(E1,62,6) + €1 (&1,E2,8) + €2 $2(E1,69,8) + O(€3)
(23)

To expand the system (20) in the inner region, we need to specify
the density and viscosity variation in the inner region. The filtered
phase indicator function y on which the density and the viscosity
depend, is rapidly varying in the direction normal to the interface
in the inner region. At this point, we only assume that this function
varies as ¢ = & /e. It only implies that the filtered phase indicator
function 7 (and thus p and ji) does not depend on € and thus that
series of 7, on € is reduced to the order zero: J; = ?2

In the following, the system (20c) is written using the new var-
iable ¢ defined above. A multiplication factor 1/€ thus appears in
front of spatial derivatives along the normal direction. These terms
are preponderant and allow to define a simplified system.

4.2.2.1. Incompresszblllty constraint. Let us note (i) the ith compo-
nent of the vector u in the orthogonal curvilinear coordinates asso-
ciated to the interface {g;} (Appendix A). In this basis, we have:

V.ou= hh2|:h2 () +h (2) hhz%a%(?)—ﬁﬁ)(’ﬁhﬁ'mhl)
_e«:( g )i’fﬁu(%i—’?) =0 %)
53
&
Interface

Fig. 4. Orthogonal curvilinear coordinates.

Applying the relation (23) to ¢ = (i) in the Eq. (24) multiplied by
hih, and using the Taylor expansion of h; in e€(h; =1 — €éx;
+0(€?),i = 1,2), one finds:

e order 0
ou°(3) _
= 0 (25a)
e order 1 (using (25a))
o) L HR) | MB) o316, 4 165) = 0 (25b)

- — +
0 0%, o¢
Eq. (25a) shows that at order zero the normal velocity is constant in
the direction normal to the interface.

4.2.2.2. Conservation of momentum. Let us note

T = 1y = pu— pu (262)
C=t™ —pigu-puci (26b)
T=pu-pu (26¢)
C=pucu-pucu (26d)

and for example C° the order zero of the tensor C. Furthermore to
lighten the notation, let us write spatial derivatives along the direc-
tion i as follows:

¢
0¢;

Similarly to the incompressibility constraint and using Eq. (A.18a)
the relation (20b) along g, yields:

bi= (27)

e order 0
(i), -0

e order 1

(28a)

opi° Gog e oTo .
(D + (PR (DE*(3)) =~ Z- (1) = (€8 |

g (1 (1) 4 03) 10 (1))

(), (i) )

——’“ o (H01),)

Using (A.18b), the relation (20b) along g, yields: (28b)
e order 0

(Ai°@),), =0 (29)
e order 1

DL o)+ (pir @i 3) -~ (2)- (¢2,)

ot ot

o (1 (2) 54 0 (3) Ko i (2))

(i@, + (it @),)
K]+K2(:: )

3

(29b)
Using (A.18c), the relation (20b) along g; yields:
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e order 0

(i°@3),), =0

3

(30a)

e order 1

opu° g s aT° . A B
P+ (pE)I°3)) = 53— (C5) P~k e

(30b)

Egs. (28a), (29a) and (30a) at order zero show that the viscous ef-

fect are preponderant in the interfacial region. We will see in Sec-
tion 4.2.4.1 that it implies that, at order zero, the velocity does
not depend on the normal coordinate ¢&.

4.2.3. Outer region

In this region, we are far from the interfacial zone. The filtered
phase indicator function and consequently the density and the vis-
cosity are assumed to be constant in each phase. In this condition,
the interfacial terms tend to zero and the system (20c) becomes:

V=0 (31a)

1 9piu
€ Ot

+V-(pry@u) = —Vp+ V- (pk(ﬁk QU — Uy ®ﬁ/())
1 — — T7
+ 25V (,uk<Vuk+V uk)> (31b)

In particular, in the momentum equation, it is the subgrid term with
the multiplication factor 1/€ and the term related to the capillary
forces that degenerates to zero. As expected given the construction
of the macroscopic model, this system corresponds to the classical
equations of LES single-phase flows when the scale similarity
hypothesis is used. The solutions of the outer region are sought
for in the form:

Or(&r, 82, 83,€) = ¢2(51,fz7 &) +€ d’z]((fh &, 8) + @(62) (32)

Using this relation does not modify the compressibility constraint.

Whatever the order i in €, one has:
V- ﬁ;'< =0 (33a)

It can be shown that the momentum equation yields the following
equations:

e order 0
aﬁkﬁg _
B 0 (33b)

e orderi > 1

oDl o . .
BV (T v = - vpy!

+V- (pe(u oup —u T ouT))
+ %V (B (Va4 VT )
(33¢)

In each outer region, the flow is stationary at order zero in €. It
means that in first approximation -order zero- the time evolution
of the interfacial phenomena is faster than the time evolution of
the macroscopic quantities (i.e. quantities of the outer regions).
Thus, at order zero, the interface is moved by a stationary velocity
field.

4.2.4. Jump conditions

In order to solve completely the momentum equation and the
incompressibility constraint in each region, boundary conditions
are required. The missing boundary conditions are obtained by
matching the solutions of the different regions. These matching
conditions of any physical variable ¢ — ¢ in the inner region- are
determined assuming that for the outer regions, the inner region
is viewed as a surface located at ¢; = 0 and that in the inner region,
the outer value is asymptotically reached:
lim ¢ = lim ¢ (34)
é—too &3-0%
The above relation means that the parameter € is small enough to
allow &5 — 0, although ¢ = ¢3/€ — +oc. Identifying the coefficients
of epsilon polynomial of ¢ with the Taylor expansion of ¢ in zero
(Fouillet, 2003; Zwillinger, 1989), one finds the following relations
at order zero:

lim ¢° = lim ¢° (35a)
Eotoo &— 0F

o dg®

Jim gz =0 (35b)
L dgt L dg’

R L (339

4.2.4.1. Velocity jump conditions. In the inner region, the order zero
of the momentum equation along the directions tangential to the
interface (Egs. (28a) and (29a)) yields

e
I

where Ct; and Ct, are two functions independent of ¢. Because ji is
bounded by f, and y, the matching condition (35b) implies that
Ct; = Ct; = 0 and that:

i), =0 i=1,2 (37)

(i) 5 i=1,2 (36)

Consequently, 11°(1) and °(2) are independent of ¢.
The matching condition (35a) implies that the velocity compo-
nents tangential to the interface are continuous at order zero:

(1) = ()], =u°(1)|- (38a)
°2)=u1"@), =u’@2) (38b)

¢
]|

Physically, we recover the classical jump conditions of the DNS le-
vel. In the tangential directions, the length scale §, where the shear
intervenes, is so small compared to the other characteristic length
scales that any velocity gradients cannot develop. Consequently,
there is no-slip between the two phases.

The order zero of the incompressibility constraint in the inner
region (Eq. (25a)) implies that 1°(3) is independent of ¢. According
to the matching condition (35a), the normal component of the
velocity is continuous at order zero:

1°(3) =u°(3)|, =u°3)|- (38¢)

The jump condition for the normal velocity corresponds also to the
classical condition of the DNS level: the filtering operation does not
introduce any subgrid mass or volume transfer.

Finally, at order zero, the jump condition for the filtered velocity
is the same as for DNS:

u’| -0’ =0 (39)

4.2.4.2. Tensor jump conditions. Using the fact that u° is indepen-
dent of ¢(Eq. (38)), Equations (28b), (29b) and (30b) become in a
dimensional form:
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_ 8’2?0 88_T:(1) + (gﬁo(l)u°(3) + 6?3) (40)
(,uul(2)3) +(ﬁiz°(3)’2) +K2</iﬁo(2))w3
PE 3+ O 2) 4 (pidyie3) + 03, (40)
5 — oK) +2('3)) |
:@(3)%—?() + (P (3)+ ) (40c)

The matching conditions (35) make appear the order zero of the
outer regions and the order 1 of the inner region. In order to use
these relations, we combine these orders of the outer and inner re-
gions. Integrating the subtraction between the Eqs. (40) related to
the order 1 of the momentum balance equation in the inner region
and Eq. (33b) related to the order zero in the outer region, the tech-
nical calculus presented in Appendix C finally give, using the origi-
nal notations:

(8°=pD), — = p"D)_) -0+ o
— (P @8 + )|, - (pW @ W + 1) ) -1
=L +1 o ’[;f,fgod 41
- I+ g + at ( )

where I, and I; are defined by
+00 a
I = e
! /0 ot
0
9 (oo _o
I, = /ﬂc 5 (pu - pgug)dé

The integrals appearing in the right hand side of Eq. (41) are the sur-
face-excess quantities associated to the time evolution of pu and its
associated subgrid term 7720, As explained in Section 2.2, they take
into account the coupling between turbulence and interface that is
not seen by the macroscopic model in the transition zone and con-
centrate its effect at the discontinuity.

The ISS jump condition of the momentum (41) is similar to the
DNS situation. However, the force at the interface is different. The
three terms I +1I; + [ 9(z7%%0) /ot dé; added to the capillary
forces take into account the defect of kinetic energy transfer at
the interface. Contrary to the capillary forces these three terms
have non-zero contribution in the tangential directions.

At this stage, the jump conditions of the velocity (39) and of the
momentum (41) have been determined. These jump conditions al-
low to take into account the interfacial transfers not described by
the macroscopic level compared to the mesoscopic one. Thus, the
macroscopic problem is equivalent to the mesoscopic one. The dis-
continuity of the macroscopic level is a reconstruction of the inter-
face inside the transition zone of the mesoscopic level. The jump
conditions must be imposed at this equivalent interface. In the
next section, we study the problem of the equivalent interface
location (i.e. its transport equation).

(i - ) 42a)

(42b)

4.2.5. Velocity of the filtered discontinuous interface

Because the interface allows to define the local orthogonal cur-
vilinear coordinates, the transport equation of the interface is
linked to the velocity of the local coordinates. To determine its
velocity, we use the transport equation and the Lagrangian deriva-
tive (related to the local coordinates) of the filtered phase indicator

function. Seeing that the interface is non-material, only the defini-
tion of the normal velocity is required. Using the transport equa-
tion of the interface at the mesoscopic level (20a), one gets at
order zero (we recall that ;?k = 72)

7g

U0 gy + U0 gy ps — U0 8575 =0 (43)

To obtain the velocity of the filtered discontinuous interface, this
equation is integrated along the normal direction. To perform this
integration we have to permute time derivation and spatial integra-
tion, thus we first need to introduce the Lagrangian derivative D/Dt.
Using the non-dimensional variable introduced in this paper, the
link between the Eulerian derivative 9/t and the Lagrangian deriv-
ative D/Dt is

1D%, 107
e Dt € ot |,

+v-Vy, (44)

where v is the velocity of the local coordinates (g;,8,,8;). Let OM be
the position vector, this velocity is:
__ DboM
Dt

Using the inner space variable
at order zero:

(45)

¢ =& /€ (Eq. (21)), Eq. (44) becomes

DT, 0|, a0

Dt oe| e (46)
Combining the Egs. (43) and (46), one gets:

s <o Dy,
v a’cf—u T+ P+ T — W 870 (47)

In order to simplify the last two terms in the last equation, we intro-
duce a filtering operation restricted to the surface (see Fig. 5). Let
¢(¢&1, &, ¢) be any physical variable continuous in particular across
the interface. Using local orthogonal curvilinear coordinates, we
define the filtering operation = restricted to the surface in a non-
dimensional form as

(E88) = [ (e -

where G, is a two-dimensional convolution kernel. In this paper, we
assume that the three-dimensional kernel G(¢;,¢&,,¢) can be
decomposed as G(¢&q, &, €) = Gia(&q, &) G3 (&) where Gy, and Gs are
two- and one-dimensional kernels, respectively. It means that the
filtering operations in the tangential and in the normal directions
are independent. This approximation is valid only if the principal
curvatures of the interface are varying slowly in the direction nor-
mal to the interface over the filter size. Thus, we choose G, = Gi,.

Using this filtering operation, the fact that the order zero of the
velocity is constant in the inner region (38), the decomposition of
the kernel G, the fact that }fg_g does not depend on ¢; and &, over
the filter size and the following equality

1,8 — &)9(&r, &, ¢ = 0)dE d& (48)

+o0 dX
| =gl -zl =1, (49)

o0

we deduce that:

0 —
[ w0 g Tade— g (50)
and

O ——— —_—
/ W g7, 5d¢ = —007 . g (51)
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Fig. 5. Schematic representation of the different filtering operations.

Thus, the integral along the normal direction of Eq. (47) yields:

_ DYy
7’2(51752):“0‘33*/ Dl}gd4+u g0 —uo’. g (52)

To get the above equation, one uses the fact that the normal velocity
1§ does not depend on &. Indeed, using Egs. (45) and (A.2), we
have:

ov; Ov-g, oV og, ov
=B g qv. B
08~ 05 05 B 08 05 B
_ 9 DOM\ 0oOM l 2 oOM o0M
- 0& \ Dt 0é3  2Dt\ 9&  9&
_1D(g;-g) 1D1 _
=2 bt 20t ° (33)

The relation (52) shows that in order to evaluate the velocity of the
interface #9 the normal fluid velocity must be corrected by taking
into account the correlation between the velocity and the normal
and the surface-excess quantity associated to the time evolution
of the filtered phase indicator.

At this stage, the jump conditions at order zero have been deter-
mined. However, the surface-excess quantities I, +1I, in the
momentum jump conditions (41) and ff;‘ D;?g/Dtdg“ in the trans-
port Eq. (52) have to be closed. This is done in the following by
defining the equivalent discontinuous problem at the macroscopic
level.

4.3. Filtered discontinuous equations

4.3.1. Definition of the discontinuous problem

In Section 4.1, we introduced the notation ~ to denote the phys-
ical quantities of the equivalent discontinuous problem that corre-
sponds to the macroscopic level:

o the phase indicator function J,,
e the pressure p and
o the velocity u.

Thanks to the matched asymptotic expansions, we determine
the jump conditions of the outer region at order zero. We define
the discontinuous problem as the order zero of the outer region.?

3 It is a choice because the equivalent discontinuous problem could be defined at
an arbitrary order of the outer region. To be more precise, it would be interesting to
determine the jump conditions of the outer region at the order 1.

The velocity and the pressure are fully defined by the quantities of
the outer region
ua=u’

p=p°

but for )4, we have a degree of freedom. Indeed, the boundary be-
tween the liquid and the gas phases at the macroscopic level could
be everywhere inside the inner region of the mesoscopic level
(Chandesris and Jamet, 2006; Chandesris and Jamet, 2007). In order
to simplify the equations, we choose to impose local mass
conservation

/V (e — 75)dV = 0 (55)

where V is the elementary control volume containing the inner re-
gion of the mesoscopic level. Because there is only one solution to
conserve the local mass, this constraint defines Jg, i.e. the location
of the equivalent discontinuous interface. The normal, n, and the
mean curvature, i, of the filtered discontinuous interface are de-
duced from ), (and have already been used):

(54a)
(54b)

2 -V
-Vs-n

(56a)
(56b)

S
[IBS

We recall that in our coordinate system n = g;.

4.3.2. Transport equation of the filtered sharp-interface

In this section, we are going to express the velocity of the fil-
tered discontinuous interface v; thanks to the known quantities
7D and u.

4.3.2.1. Use of the macroscopic variables. The transport equation of
the equivalent interface is defined by:

07 :
s v, Vi =0 (57)

Because the interface is non-material, only the normal velocity is
useful, we assume that:

Vg = Z/[,—fl (58)
Because the velocity v; is the velocity of the local coordinates, one
gets:

vy = 1 (59)

The velocity 29 is given by Eq. (52). Replacing in this Eq. (52) the
velocity of the outer regions at order zero, u’, by the velocity of
the equivalent discontinuous problem u (Eq. (54a)), we have:

+00 Ey . _ _
v;,:ﬁ-ﬁf/ DDitgdmﬁ-ﬁtﬁ“-ﬁa (60)

The equation above defines the velocity of the equivalent interface
with the macroscopic variables. However, the integral term de-
pends on the filtered phase indicator that is a mesoscopic variable.
In the following, a closure in term of macroscopic variables is pro-
posed for this term.

4.3.2.2. A closure for the time evolution of the filtered phase
indicator. In order to evaluate the time evolution of the filtered
phase indicator, we need to specify an interface and a filter. We
choose the surface that is described in the following paragraph be-
cause it is the simplest one after the plane and the sphere that are
supposed to be too bad approximations of an interface that inter-
acts with turbulence. Regarding the filter, we also have to make
a choice to have an approximated expression of the filtered phase
indicator. The spherical filter is chosen because it is a good estima-
tion of the numerical filter and its isotropy simplifies the algebra. It
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is the only time, we need to choose a particular filter for the ISS
model.

We note ¢ the angle around the normal. ¢ = 0 and ¢ = % corre-
spond to the directions of the principal curvatures (Fig. 6). At a gi-
ven point of the surface bubble, we approximate the interface by a
surface whose curvature k, is linearly varying with the angle ¢ be-
tween the principal curvatures:

2

:—(Kz —K1)¢+K1

K¢ :Rl¢ p for ¢ € [O,E] (61)

2

On [%,27] the curvature is defined by symmetry. Fig. 6 shows
examples of such surfaces. Using cylindrical coordinates, a spherical
filter and the notations of Fig. 7, the filtered phase indicator o = ¥,
isfor z € [-r,71]:

$=L 7=7, I=7/ 12~ (27 )2
oz, RiR) =4 [ / ' / V ldldz
$=0 =z 1=0

)
ldidz | do (62)

2=0  pl=y/RE—(Ry+2)?
z=zp JI=0

After some algebra, one gets for z € [—r,1]:

1
OC(Z7T7R1 7R2) = W(r,z)z

X z+2r+% (r+2)? —r

The time derivative of the filtered phase indicator function is ex-
pressed thanks to the time evolution of the principal radius as
follows:

D¥s _ DRi 0%g , DR> 07 ¢ (64)
Dt Dt OR; Dt OR,

z

Ry
p=73
-
¢
(a) Local cylindrical coordi-

nates
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(c) Ry = 3R,
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Interface Zg Tt

Fig. 7. Geometrical notations.

Using the definition of the mean curvature and Eq. (63), the excess
quantity of the time derivative of the filtered phase indicator func-
tion becomes:

'%d@:irz Dk

Dt o pr HHOT (65)

Finally, using the time evolution of the mean curvature (Appendix D
Eq. (D.19)) and Egs. (57) and (56a), the transport equation of the fil-
tered discontinuous interface is the following:

Mg _
25 505 (66a)

2

~ o~ S =, = r ~ ~
v;,:u~n+<u~n”—u”-n")+—(As(v(~,n)-n

4 2V,(vsR) : V(i) + HOT

(66b)
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Fig. 6. Anisotropic approximation of a surface (R; = 1).
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This expression is implicit because the time evolution of the filtered
discontinuous phase indicator function is known as a function of it-
self. In a priori tests (Toutant et al., accepted for publication), we
show that a simple fixed point method is able to correctly evaluate
the evolution of the phase indicator function. The term related to
the time evolution of the curvature contains a surface Laplacian.
In single-phase flow, the Laplacian is used by the techniques of
reconstruction (Sagaut, 2003). It allows to estimate the effect of
the velocity subgrid fluctuations on the filtered velocity. Here, the
surface Laplacian estimate the effect of the velocity subgrid fluctu-
ations on the interface geometry. The coefficients 1 of the correla-
tion between the velocity and the normal and ’ of the curvature
time evolution depend on the type of the filter (here a spherical fil-
ter has been used). It is necessary to evaluate them again and they
are parameters of the closure that we propose. Obviously, the pro-
posed models vanish as the filter size r tends to zero. Last but not
least, they are built to respect mass conservation: a bubble keeps
its volume until break-up or coalescence occurs. The proposed mod-
els modify the bubble shape. Thus the bubble friction surface and its
terminal velocity are rectified.

4.3.3. Incompressibility constraint
At order zero, the velocity is continuous across the interface.
Consequently, the incompressibility constraint remains the same:

V.(@)=0 (67)

4.3.4. Momentum equations

Thanks to the matched asymptotic expansions, we have deter-
mined the jump conditions of the outer problem at order zero.
The particular choice of the filtered discontinuous interface
location allows to simplify the surface-excess quantity defined by
Eq. (42b). Indeed, using the Lagrangian derivative (Eq. (46)), we
have:

:/0+°° {% (P8 = pt) - 285 ¢ (Puo P:ﬁ?)}dé (68)

Since u(éy, &, &) = u(é&, &,%) and since, at order zero, u° does not
depend on ¢, one gets:

a=u’=u’ (69)

The integral I; becomes:

_D (s [T : 05 ap ¢
1,7ﬁ<u/0 (p—p,)d;) —v3u/0 ek (70a)
And similarly, we obtain for I;:
D /. [/ o [0 0P .
lg:th<u/% (pfpg)d5>7u3u(/ma?dc (70b)
Adding up these integrals, one finds:
_ D _ r+00 o 5 B o~ +00 ap
L+1 7ﬁ<u/% (p—p)dg>fv3u/7% e (70c)

The choice of the interface location (Eq. (55)) implies that the excess
quantity related to the density is equal to zero:

“+0o0
[ p-pue=0 1)
By definition of the sharp-interface velocity (Eq. (59)), we have:
MNe 621
L 72)

Finally, noting that [*> 22d¢ — p, —

oo

g, it comes:

Salli+1p) = L (73)

Thanks to this new writing and according to the definition (54b),
the momentum jump condition (Eq. (41)) is at order zero:

P
) (pkuk L
k
+r =~ _ = =
_ (ma— / L"at pw d@)ag, (74)

In this equation, we recover the DNS jump conditions corrected by a
model that takes into account the subgrid interaction between
interface and turbulence. With the proposed model, the integral
of the time evolution of the correlations between density and veloc-
ity is added to the capillary forces. Contrary to the capillary forces
this term has a non-zero contribution in the tangential directions.
Indeed, at the macroscopic level, the transfers of kinetic energy
across the interface are underestimated. The tangential contribution
allows to correct this defect.

+ (Bl = Sk + P @ U — Zy)) V)Zk)

4.3.5. System of discontinuous filtered equation
We have established the following system of equations

e incompressibility constraint:

V(@) =0 (75a)

o filtered discontinuous interface transport:

Mg _ s
o~ Vo%
. 2
v;=u-n+(u-n°-u’-n’% + ;O(As(vﬂn) n +2V,(vsn) : Vy(n))
_,_/
Il
(75b)
o momentum balance equation:
opu U . ~ -
%-&-V(pu@u):—Vp-i—V-(S)-&-V‘(p,?)
+00
+ o-icﬁ—/ wd@ 55 (750)
—00

i

When the filter size tends to zero, these equations tend naturally to-
ward the DNS equations. Indeed, the terms specific to ISS are
weighted by r? or are correlations.

In Egs. (75b) and (75c), the terms denoted I and III correspond
to a kind of interfacial scale similarity hypothesis. These terms
are actually consequences of the scale similarity hypothesis used
to model Tiyerr and zeemp (¢f. Egs. (10a) and (10b)) at the mesoscopic
scale. The term denoted Il in Eq. (75b) is not related to the assump-
tion made to close the model at the mesoscopic scale and will ap-
pear whatever the mesoscopic model because we remind that it
comes from the time evolution of the mean interface curvature
(cf. Appendix D). However, the methodology presented using the
method of matched asymptotic expansions could be used as it is
using another closure model at the mesoscopic scale instead of
the scale similarity hypothesis. Corresponding jump conditions
would be obtained in which excess quantities corresponding to
the terms I and III of the present model would depend on this other
closure model. Thus, we believe that the methodology presented is
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general in the sense that it is not associated to a particular form of
the closure used at the mesoscopic scale.

5. Conclusions and perspectives

We propose an original method to define mathematically a dis-
continuous filtered interface. It consists in applying a centered fil-
ter all over the domain and thus possibly crossed by an interface.
This operation smears out the interface that thus becomes a con-
tinuous transition zone. Then, we make this transition zone tends
toward an equivalent discontinuity. This explicit filtering approach
mimics the implicit filter of numerical methods that deal with dis-
continuous interfaces. Moreover, this approach enables us to deter-
mine the jump conditions of the filtered quantities. We find that,
like DNS, the velocity is continuous across the interface and that,
unlike DNS, the jump conditions related to the momentum equa-
tion cannot be modeled by the sole surface tension. Indeed, the ex-
cess quantity of the density-velocity correlation has to be added to
the capillary force to accurately account for the subgrid kinetic en-
ergy transfers across the interface. Unlike the capillary force, this
new force has components tangential to the interface. Further-
more, we show that the filtered discontinuous interface cannot
be moved by simply using the filtered fluid velocity. Two addi-
tional terms appear in the expression for the interface velocity: a
surface scale similarity term that takes into account the correlation
between the velocity and the normal to the interface and the time
evolution of the curvature that takes into account the effect of the
velocity subgrid fluctuations on the interface geometry. Finally,
using these new jump conditions, we determine the one-fluid
equations for filtered quantities.

In the part 2, we realize a DNS of a fully deformable bubble
interacting with a grid turbulence to validate the proposed jump
conditions thanks to a priori tests (Toutant et al., accepted for
publication).

Current investigations deal with the implementation of the pro-
posed models. Their accuracy and the gain that they allow com-
pared to DNS are investigated thanks to a posteriori tests.
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Appendix A. Local orthogonal curvilinear coordinates

Let (&, &, &3) be the local curvilinear coordinates related to the
ISS filtered discontinuous interface. (¢;, &) are the surface coordi-
nates and ¢&; the normal coordinate. At each point M, we have

OM =r1o(¢y, &) + & (A.1)

where n is the unit normal to the ISS filtered discontinuous inter-
face (Anderson et al., 2001; Garrigues, 1999; Aris, 1962). Let us note
(t;,t2) the unit tangent vectors related to the principal curvatures.
These two directions are orthogonal (Garrigues, 1999). The natural
basis {g;} associated to these coordinates is defined by:

o0OM
=" (A2)
We have
g =(1-&Grt, g=(1-&K)t, g=n (A3)

where x; and «, are the principal curvatures of the surface & =0
(Anderson et al., 2001; Garrigues, 1999). Let V be a vector, one gets
V = V' g, The components V' are called contravariant components of
V. The reciprocal basis {g'} is defined by

gi'gj:(}{:

where o{ is equal to 1 if i =j and to O otherwise. We can write
V=V, g and the components V; are called covariant components
of V. The metric tensor is defined by:

(A4)

gi=8 8 (A5)
The scale factors are:

hi = V& (A6)
In our case, they can be written as follows:

hy =[1-&Gikal, ho=[1-&Ka|, hy=1 (A7)

Unfortunately, the natural basis is not normalized. In order to avoid
this drawback, we introduce the normalized natural basis also
called physical basis:

P s & & in } =
= =2=32__ght = (t;,t,,N A8
e A RS (8
We use the physical components of vectors that verify:
u=u(i)g, with u()=hu = % (A.9)

A.1. Normal curvature tensor

The covariant components of the normal curvature tensor, B,
are defined by:

. Ot on
by=n - —2=—t, — A.10
PETeE 08, (A10)
Thus, one has:
B=-Vn (A.11)

where V; is the surface gradient. Let us note the eigen values of B
(i.e. the principal curvatures) x; = 1/R; and K, = 1/R,. One defines:

e the mean curvature, Kk = TrB = 1/R; + 1/R,,
e the Gaussian curvature, H = detB = 1/(RyRy).

A.2. Normal components of the shear stress

The spatial derivative of the velocity along the normal direction
is
n-Vu=u,g +u'T},g +uT5g, (A12)

where Fg- are the Christoffel coefficients (Garrigues, 2001) defined
by:
08

9% = l"g.gk (A13)
In the orthonormal physical basis, one simply has:
i Vu = u(j),g (A14)

Finally, the normal components of the shear stress can be written as
follows:
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- (Vu+ Vi = (u(1)3 +

+ (u(z)g +7u(3)‘2 ;Zu(Z)KZ

u3); +u(hrr\ ~
! h] )gl

)gz +2U(3)‘3§3 (A15)

A.3. Divergence of the shear stress

Let us note:

S = u(Vu+V'u) (A.16)

The divergence of this tensor (Garrigues, 2001, Chap. 2) is:
(V . S)i = (VS)ikk = Sik,k - Smkl",’l} - Simr,r:;(
At order 1 of the normal coordinates &3, we find:
(V-8); =2(uu(1) 1)1 + (Uu(1),), + (Uu(2) ), +
+ (Hu(3) 1) 5 + r1((Hu(1)) 3 — pu(1) 5
=2pu(3) ;= &(pu(1) 3) 3) — u(Kr + K2)(u(3)
+u(1) 3 + x1u(l) — &rou(l) 5)
+ A Esu(1) 3 — 2 1u(3) + 0(&)

(A17)

(Hu(l),3),3

(A.18a)

(V-8), =2(1u(2) 5) 5 + (Uu(1) 5) , + (Hu(2) 1),
+ (Hu(2) 5) 5 + (HU(3) 5) 3 + K2((UU(2)) 5
—Hu(2) 3 —2uu(3), — &(Uu(2)3) 3)
= (i1 + 1) (U(3) 5 +u(l) 3 + Kou(2) - EG3Ku(2) 5)

+AUIRESU(2) 5 — 2t 0U(3) + O(&s) (A.18b)

(V-8); =2(pu(3) 5) 3 + (uu(1) 5) ; + (uu(3) 1)
+ (Hu(2) 3) 5 + (Uu(3) 5) , + K1 ((uu(1)) 4
—2pu(3) 5 — &(pu(1) 5) 1 — Hu(3)kr)
+ K2 ((Hu(2)) , — 2pu(3) 3 — &5 (Uu(2) 3) 5
— Hu(3)Kz2) + (s (K11 — K22)(U(1) 3 — u(2) )
+2u(3) 5(K1 + K2)) + 0(&5) (A.18¢)

Appendix B. Property of the mesoscopic models

In this section, we prove that the integrals over the interfacial
transition region of the mesoscopic models and of the validated
expressions are equal at order zero:

[ (e~ it dzs 0 ®.12)
[ (s — i) dzs — 0 (B.1b)
/(12’2)?3* Tegn)dés = (B.1¢)

The coordinate ¢; is associated to the direction normal to the inter-
face (see Appendix A). The order zero is the lowest order introduced
by the method of matched asymptotic expansions (see Section
4.2.2). At this order, we show in Section 4.2.4.1 that the velocity
is independent of ¢&;. 4 Consequently, the only variation along & is
due to the density that is constant within the bulk phases. Thus, it
is equivalent to prove that

4 In this paper, we only study the order zero. Thus, the equality of the integrals at
this order is enough to validate the models.

/(ﬁ —7fdé =0 (B.2)

where fis a function independent of ¢;. We remind that the filtering
operation, -, is defined by:

_ / GX® — X) h(x) dx (B.3)
It is worth noting that the ¢ can also be written as follows:
/ G(x)p(x° —x)d (B.4)

Thus, one gets:

/(ﬁ—ﬁ)d@:/md@:/@ V / (&2 -2)

~2la-g G- A (E-e)e(E Sav°as [,

X_/ﬁg{/g(x(é—é?,éa—@) 7(E-8¢ gg))d@}

x f(&-8)G(&),£5)dV° ~0 (B.5)

To obtain this result, we use the fact that, at order zero in €, we
have:

[ 2-nde~0

€3

We can prove this property using the local mass conservation:
[ =mav=o

Indeed, at order zero in €, the integral over the volume could be re-
duced to an integral along the normal direction:

(X =011 = &K1 = &3K6| dEydE,dés

[SESNS)

[ = mav -

= [l - el 1 - el ddzads

R

[ u-pdadede= [ dads - pde
[SHSTS ¢

~ [ dede / (1 - 7)dés (B.6)

[SES) &

$1.62

The equality between the third and the fourth line is due to the fact
that the domain of the integral along the tangential coordinates ¢,
and &, is arbitrary. Thus, one can choose it as small as necessary to
verify that y and ) do not depend on &; and &,.

Appendix C. Tensor jump conditions

In this appendix, we detail the calculus that determines the
interface jump condition of the momentum. Integrating the sub-
traction between Egs. (40) related to the order 1 of momentum
in the inner region and Eq. (33b) related to the order zero in the
outer region, one gets

Jlim (i (1) 5+ f°(3) , + 1y (’(1)) )

— Jim (' (1), + (3, + ey (A°(1)))

T +00 0 o
:1,(1>+1g(1>+[ %Tt< )dé + lim (pi°(1)i°(3) + €3 )
~ lim (ﬁﬁ°(1)ﬁ°(3)+c]3) (C.1a)
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Jlim ([ (2) 5 + @il°(3), + 1, (4(2) ) )
+ A (3), + Ko (u°(2)))

~ lim (f'(2), +
:1,(2)+1g(2)+/+m aTO( 2)dé + lim (bﬁO(z)ﬁ°(3)+Cg3)

—0 8 E—+o0
~ lim (pi°2)i(3) + %)

+oo

tim (213)5) ) - im (23 31,) 7)o | "7

00

— L(3)+1,(3)+ +%({)TO( 3)dé+ lim (iﬁ°(3)ﬁ°(3)+60)
—HRIT ) | e Rde AP 3
~ lim (ﬁﬁ 3 )ﬁ°(3)+6g3> (C.1¢c)
where I, and I, are defined by:
+oo
. 0 22 —0 .
L= [ (i = o) (C2a)
9 sy 0\
I - / o (P~ p,u0)de (C.2b)

These integrals represent respectively the time evolution of the sub-
traction between microscopic (related to the inner region) and mac-
roscopic (related to the outer region) momentum on the liquid and
gas sides.

Using the matching conditions (35a) and (35c¢), Eq. (C.1a) reduce
to:

(B (1) 5+ fi3) -+ 1 (E(1)) )|

= (A1) + @' (3),, + 1 (RE(1)) )|

+oo aTO
—n+ )+ [ 5

~(pe@°3) + )|

(Mdg + (pu*(a'3) + 3|

(C3a)

(B (@) 5+ 1(3) , + K (°(2) )|
— (A°@) 5+ 3) 102 (1E(2)) )| =1(2) +15(2)

- (prP @' 3)+C%) |

o0

(C.3b)
(a(10) )] (a(i0) )] o | 2z
1))+ [ s () + &)
(pu( )i°(3) + € )‘ (C.3¢)

Because when &; = 0, we get hy = h, = 1 (Appendix A), the jump of
the terms involving viscosity in the previous equations are exactly
the shear stress jump along the normal direction (Eq. (A.15) Appen-
dix A).

Regarding the term related to the capillary force, at order zero,
one gets:

(&, 6,8 =06, &) (C4)

where n is the normal to the ISS filtered discontinuous interface.
Thus, at order zero, it comes:

KO(Er,&2.8) = R(61, &) (€3

where K is the curvature associated to the ISS filtered discontinuous
interface. Using this equation and the matching condition (34), the
term related to the capillary force becomes:

+00 o +00 a}i{g § B .
o Ky g3 = 0K de:(m(}(gh—;{gu = —0K

(C6)

Thus, Eq. (C.3c) becomes:
- (2(ru03),) -p°)| +oi

(2(ra03)5) -9°)
—13)+13)+ [ : I 3)de+ (piP3)(3) + )|
- (pr3)EE) + )|

In this relation, we recover the momentum jump condition of DNS
with the surface tension corrected by the integral quantity of the
subgrid term related to acceleration I;(3) )+ [ (3)
This integral quantity is a new force 51mllar to the capillary force
However, whereas the capillary force has only a normal component,
this subgrid term may get tangential components.

The momentum jump conditions (Egs. (C.3a), (C.3b) and (C.7))
can be rewritten in only one equation:

(6°-pD, — (8°~pD)|_) -fi+oich

- 1,+1g+/jxgdH((pﬁO@ﬁO*CO)‘f (pﬁo®ﬁo+co)‘—> "
(€8)

In this relation, the momentum jump conditions of DNS are cor-
rected by the integral quantity of the subgrid terms related to accel-
eration I + Iy + [ 2 de.

—oco Ot
Appendix D. Time evolution of principal curvatures

The time evolution of the mean curvature presented in Theory of
Multicomponent Fluids (Drew and Passman, 1999, chap. 17.2.1) de-
pends on the Laplacian of the velocity instead of the surface Lapla-
cian. This is the reason why we propose a new proof.

The interface is defined by the vector function x

X: R?xR*—R
(¢1, &, H)-X(&, &, t) (D.1)
where (&1, &,) are the surface coordinates and t the time. By defini-
tion, the interface velocity is:

0X
V(& & t) = — D.2
(et = (D2)
The time derivative of this section is a Lagrangian derivative be-
cause we follow the interface. Because the interface is non-material,
we can assume that
v(é]7621t) = U(é],fz,t)n(é],éz,t) (D3)
where n is the normal to the interface. Furthermore, we assume
that the local coordinates are such that each point x on the interface
corresponding to the surface coordinates (¢, ¢&,) is moving along
the normal direction. Thus, we assume that both the surface and
the surface coordinates are moving along the normal direction.
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Let t, (o = 1or2) be the orthogonal basis related to the principal cur-
vatures. If &; = 0, we have:

19).4
=t D.4a
2, (D.4a)
on 1

=——t D.4b
05 R (D.4b)
ot, 1
%, R—an (D.4c)
Using (D.4a) and (D.4b), one finds
ox on

-R D.5

9%, %@ (D-3)
where R, = -1, « = 1,2 are the principal radii of curvature. The time

derivative of (D 5) gives for the left hand side

QX ook _ov o on D)
ot 08,  0&, ot &, 0, 0&,’ '
and for the right hand side
0 on OR, on 0 on
~Z(-R = _ —Ry— — D.
or( “%) ot 9, ot g, (D:6)
Thus, we have:
OR, on 0 on  Jv on
———— Ry~ = — D.6
ot oz, Mot o, ~oe,™ Vo, (D-6&c)

The fact that n-n = 1 implies:
on
— - n=0 D.7a
7z, (D.7a)
on
T n=0 (D.7b)
The scalar product of 3:‘ and (D.6c¢) gives:
R 5;‘; o 5
Using (D.4b) and (D.4c), we can write:
on om 1
9y 0% R
on 9 om_ 1 J0 on
&, 9, Ot Ry * 867 ot

__1 (0 ( om\_ 0ot on

R, 851 > ot) 8¢, ot

_ (0 [, oy 1, 0on

T R, \9¢, ‘ot) R, ot

1 0 on
=R, 9%, <tl 8t> (D.9a)

Switching the two scalar products of Eq. (D.8) by their simplified
expressions (D.9b), it comes:

ORy 2 0 on
= v (600 (D.10)
The spatial derivative of (D.2) along t, yields:
2 2
ov _JOx  ox ot (D.11)

¢, DE,0t  OtdE, ot

Seeing that (D.3) implies

ov. _ovn  Jv on

the scalar product of (D.11) by n yields:

v oty

Noting that t, - n = 0 implies

ot, ~ On

Enf—a-ta (D.14)
one gets

on ov

P 73750( (D.15)
Using this last relation (D.15) in (D.10), we obtain:

- 2

Ry, oY (D.16)

o~ VMg

Let v; be the velocity of the local coordinate (g;.8,,8;) and D/Dt
the real Lagrangian derivative, we have:
DR, OR, AR,

Dt ot Vo bge,

After some algebra, we obtain:

DR, ?V; Vs
R2 [ 2R [
Dt~ gz MM,

t, (D.17)

Noting x the mean curvature,

K:K]+K2:R—1+R—2 (D]S)
we finally find:

D

“K  AVs m-2V,v,:B (D.19)
Dt
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